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EXECUTIVE SUMMARY 

The objective of this project is to develop an automated surveillance tool that will help the US 
Department of Veterans Affairs (VA) to detect potential hazards in health information technology (HIT) 
systems. To achieve this objective, Oak Ridge National Laboratory (ORNL) researchers have developed 
computational methods and a surveillance tool that will detect safety concerns and identify opportunities 
to improve HIT and safety within the VA system using Corporate Data Warehouse (CDW) data. This 
work is limited to the safe operation and safe use of HIT. It does not address the use of HIT to make 
health care safer. This project leveraged ORNL expertise in computational sciences and its computing 
resources accordingly.  

This report documents the FY 2019 accomplishments on this project. There were three major tasks. The 
first task developed data extraction approaches, which helped provide a better overall understanding of 
the important data elements in CDW. The outputs of this task served as inputs into the second task, which 
is the hazard detection and characterization task. This second task involved development of three methods 
that can be categorized into probabilistic model, event-based hazards detection, and system-based 
reliability performance evaluation. The third task dealt with the design, development, and demonstration 
of the automated surveillance tool. The tool currently resides in ORNL’s Private Health Information 
enclave at Oak Ridge, Tennessee, and operates on the VA’s CDW data. The developed capabilities and 
tool have been tested on CDW data from different clinical domains including Consult, Radiology, 
Laboratory, and Medication. 
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1. INTRODUCTION AND BACKGROUND 

The health and safety of veterans is one of the highest national priorities; and the US Department of 
Veterans Affairs (VA) is committed to providing seamless care for veterans, including access to a 
complete electronic health record (EHR) and shared, transparent care pathways. To ensure seamless care 
for Veterans, the VA will move toward seamless US Department of Defense–VA health information 
technology (HIT) systems. The Veteran’s Health Administration (VHA) expects that during adaptation, 
adoption, and post-deployment, there will be a need for an automated, real-time prospective hazard 
detection approach to detect hazards and monitor the safety of HIT, the safe use of HIT, and the impact of 
HIT on safety. To meet these goals, the health care system will require systems and methods to monitor 
the implementation and maintenance process. The VA seeks to develop monitoring and hazard detection 
for new types of safety problems that have not been encountered before, and this will require a new 
approach for data and event streaming to be developed as well as an understanding of the requirements 
for a rapid response approach to issues identified with the monitoring and event streaming approach. 

The goal of this project is to develop evidence-based models and frameworks that work towards 
automated, near real-time and real-time systems that will reveal safety concerns, predictable and 
unpredictable unintended consequences, and opportunities to improve HIT and safety. The objectives of 
this work are to leverage Oak Ridge National Laboratory (ORNL) expertise in computational sciences 
and its computing resources to improve the quality and safety of HIT systems by developing a proof-of-
concept system to detect and manage hazards in near-real-time to promote the safe operation and use of 
HIT. This work is limited to the safe operation use of HIT. It does not address the use of HIT to make 
health care safer. 

At the end of this project, a HIT safety manager will be able to use the proof-of-concept solution to 
monitor HIT systems for a variety of hazard signals, diagnose with computer decision support whether the 
hazard is real, and manage the remedy for the hazard. Depending on the timing of availability of data 
from the EHR system, the proof of concept should work for the Veterans Information System and 
Technology Architecture (VistA), the new EHR, or both. 

Consequently, ORNL researchers developed an end-to-end system for monitoring and detecting hazards 
in HIT. The schematic model for the proposed end-to-end HIT hazard detection system is shown in 
Figure 1. The model consists of three components: 

1. data extraction and preprocessing,  
2. hazards monitoring and detection, and  
3. report generation and feedback. 

 
The hazards monitoring and detection component, in turn, comprises two layers: event-based hazards 
detection and system-based reliability performance evaluation. 

The proposed system model has the following capabilities:  

• Data-driven hazard characterization and detection methods to structurally query EHR data and 
detect anomalous patterns that might constitute hazards. These methods are implemented as a 
near real-time detection tool that is expected to run hourly/daily on an EHR database.  

• Analytical methods that evaluate the system-level performance of HIT systems to detect 
emerging behavior in the system that might result in unfavorable outcomes in patient safety. This 
part is implemented as a surveillance tool that is expected to run weekly/monthly on an EHR 
database. 
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Figure 1. Components of an end-to-end HIT hazard detection system. 

The EHR systems used to test the proposed framework are the VA’s HIT system, named VistA,1 and 
Corporate Data Warehouse (CDW)2 systems. This report describes some of the initial solutions 
developed as part of this proposed end-to-end system. The data extraction and preprocessing capabilities 
are covered in Section 2; the hazards monitoring and detection capabilities are covered in Section 3; and 
the report generation and feedback capabilities are covered in Section 4. 
 

2. DATA ACCESS, ANALYSIS, AND REQUIREMENT DEFINITION 

This task was initially focused on extracting relevant data fields that are involved in the software 
workflow (of the VistA system) to execute a diagnosis flow or decision-making framework. We selected 
the Ischemic Heart Disease (IHD) diagnosis flow diagram (DFD) that was well studied in another project 
as part of the ORNL and VHA collaboration. We analyzed VistA software packages and subsequently 
identified relevant data fields and data flows regarding the diagnosis flow diagrams. This analysis could 
be possible through three mappings: (i) Diagnosis Flow Diagram and VistA system menus/screens, (ii) 
VistA screens and VA FileMan files, and (iii) VA FileMan files and CDW fields. The goal of the task was 
to develop a data extraction approach and feed extracted information to the probabilistic model 
component and develop understanding of the important data elements in this process. 

2.1 MAPPING DIAGNOSIS FLOW DIAGRAM AND VISTA SYSTEM 

Our first approach to mapping focused on the generic transactions and VistA packages that are used to 
realize the IHD DFD rather than focusing on each individual clinical process/procedure or decision point 
(node) in IHD DFD. This approach allowed us to find a more generic way of representing disease 
agnostic VistA processes and patterns that are commonly shared by any DFD. We identified that IHD 
DFD includes four major clinical order processes: (i) Consult, (ii) Radiology, (iii) Laboratory, and (iv) 
Medication. Initially, we focused solely on clinical Consult orders to understand the order process in 
VistA and the transactions an order goes through. Iteratively, we extended this approach to Laboratory, 
Radiology, and Medications orders.  

 
1https://www.data.va.gov/dataset/veterans-health-information-systems-and-technology-architecture-vista. 
2https://www.data.va.gov/dataset/corporate-data-warehouse-cdw. 

https://www.data.va.gov/dataset/veterans-health-information-systems-and-technology-architecture-vista
https://www.data.va.gov/dataset/corporate-data-warehouse-cdw
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To gain insights into the clinical user interactions and the data flow through the VistA system, we first 
stood up a local VistA server. The Open Source Electronic Health Records Alliance (OSHERA) has 
released demo versions of CPRS, BCMA, and Vitals applications. OSEHRA also provides support for 
Docker containers that stand up a VistA server instance (see installation instructions3). The team installed 
a VistA server (specifically, VEHU) instance and the demo applications that work with the VEHU 
(version 1.30.75). Figure 2 is the general layout of the CPRS client, and Figure 3 shows the terminal of 
the VistA server. Please note that BCMA and Vitals clients are not supported by OSEHRA and could not 
be connected to the VistA server.   
 

 
Figure 2. VistA CPRS client—Orders tab. 

 
Figure 3. VistA server on the virtual machine environment (CHUI screens). 

 
3 https://hub.docker.com/r/osehra/vehu/. 

https://hub.docker.com/r/osehra/vehu/
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2.2 MAPPING FILEMAN FILES TO VISTA SCREENS 

The team evaluated multiple options to collect data from the VistA server instance and understand how 
the data is manipulated on a FileMan database and what screens/forms users interact with. The first 
option was to interrupt Remote Procedure Call (RPC) Broker calls that happen between the CPRS Demo 
application and the VistA system, and consequently to the FileMan database. This option would provide 
command calls between two systems. Considering the difficulties in interpretation of the calls (MUMPS 
and DELPHI commands) and in crowd-sourcing user data for VistA use cases, the team decided to 
manually enter orders and follow them through a generic transactional process model that is based on 
expert opinion. A generic transactional process model of a clinical object (i.e., order) is determined as in 
Figure 4.   

 
Figure 4. Generic transactional process model. 

This generic model can be leveraged to represent each order type with its specific subprocesses and 
substates. For example, a Consult has a Receive process that is followed by a Schedule process in the 
“Service Accepted” state in Figure 5. Once an order is accepted, its status becomes active, and once it is 
scheduled its status changes to scheduled. This status information varies for different order types. For 
instance, a laboratory order becomes accepted instead of being active. To observe an order from entry to 
completion, we used CPRS Demo and CHUI screens and monitored changes in the data fields on VistA 
FileMan files using the Inquire feature of the VistA system. Consequently, we identified the FileMan 
files that are revised by each process in the transactional process model and listed the field information 
that is updated. This gives us high-level information flow between files for each transactional process 
(Figure 5).  
 

 
 

Figure 5. Information flow between FileMan files for a Consult order. 
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As seen in Figure 6, File 100 (order) and File 123 (Consult) are found to be manipulated constantly for a 
Consult order. All orders start at File 100, and when it is accepted, it becomes active and corresponding 
file entries are generated (File 123 record for a Consult). Although File 123 records each activity after 
acceptance of a Consult order, some date and status updates also occur at File 100. Figure 6 and Figure 7 
exemplify the details on each file through CPRS Demo and CHUI screens after some transactions 
occurred. This practice allowed us to identify the majority of the fields on the FileMan files (File 100 and 
File 123 for Consults) that are revised and populated.  
 

 
Figure 6. Order details (File 100) after order entry on CPRS Demo (left) and on CHUI screens (right). 

 

 
Figure 7. Order details after completion on File 123 (left) and File 100 (right). 
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2.3 MAPPING VA FILEMAN FILES TO CDW FIELDS 

The automated HIT Hazard Detection (HD) tool is designed to monitor the operational CDW. While 
clinical users interact with third-party applications (i.e., CPRS Demo) and the CHUI screens, the FileMan 
files are kept in local VistA instances and the regional databases. Transformation of the regional data goes 
through multiple filters and aggregations before the data is stored in CDW. Daily extract, transform, and 
load (ETL) processes (in batches) handle this data transfer. Figure 8 represents the dimensions of a VistA 
instance and CDW. Since the details of this transformation are not well known on the ORNL side, we 
treat this process as a black box for now and map the fields to columns and observe CDW for anomalies. 

 
Figure 8. CDW and FileMan dimensions. 

2.4 DATA MODELS 

We gained significant insights on how the data is collected while conducting the analysis described in the 
previous sections. Clinical orders are found to be the most important atomic units of VistA, and they are 
of particular interest for safety officers in the VHA. Moreover, transactions that occur during the life 
cycle of an order can be indicative of adverse events and interruptions in care delivery. For this purpose, 
we focused our efforts on revealing significant patterns in order-related data. 

2.4.1 Data Model for Count-Based Detectors 

Anomalous numbers of order cancellations and rejections are found to be recently relevant and frequently 
occurring patterns. Based on our discussions with subject matter experts (SMEs) at the VHA and our 
exploratory querying of CDW, we designed a data model (aggregate table structure) that incorporates 
various information extracted from different tables in CDW. The table counts the number of order 
discontinuations per day, per VistA station (a.k.a. VHA facility), per discontinuation type (orders without 
PackageReference are considered as Rejected, the rest are Cancelled), per discontinuation reason, per 
discontinuation nature, and per creator (human vs. machine). Sample data structure is shown in Table 1. 
 

Table 1. Data model for count-based hazard detection 

Year Month Day Sta3n Reject Staff Nature Reason Freq Created  
Date 

2019 01 15 539 0 1 REJECT OBSOLETE 120 ‘2019-
01-16’ 

2019 01 15 539 1 0 OBSOLETE FREE-
TEXT 

100 ‘2019-
01-16’ 
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In Table 1, when Reject = 1, then the count is for rejected orders, and when Staff = 1, it is for human-
generated orders. Therefore, Reject = 0 is for cancelled orders, and Staff = 0 is for machine-generated 
orders. These frequency (Freq) numbers are calculated for each domain (Consults, Radiology, Laboratory, 
and Outpatient Medication) as a separate table. We have generated an analysis database called HITHD 
and updated these tables daily via stored procedures. Every day (at 8 am), these stored procedures are run 
as a job, and they basically create the counts data after the ETL processes are finished and new data is 
received into the CDW. We designed these stored procedures so that when the daily CDW update is not 
finished or there is ongoing maintenance in the CDW, the tables are kept the same. When new data 
arrives, the next cycle creates the counts data since the last update date. This way we continuously capture 
the daily counts without any gap. 

2.4.2 Data Model for Event Sequences 

Unfortunately, the clinical workflows and event logs may or may not reveal themselves in an easily 
distinguishable manner in the CDW. Usually, relevant information is scattered around the database in 
multiple tables and sometimes can be discerned only with examination and denormalization of the data. 
Thus, we first performed an arduous task identifying all date records that are assumed to represent a 
transaction on an order. All columns/tables that have some form of activity or status update associated 
with orders are also recorded. All these relevant records are captured from the CPRSOrder domain and 
the relevant domains for each order type. Then we represented them as time-sorted event sequences per 
order that we call raw event-sequence data. The purpose of this task is to reverse engineer VistA event 
logs from the CDW data columns. A sample order event sequence for the Radiology domain (pipe 
delimited): 

DesiredNotGuaranteedDateTime,2017-01-03 00:00:00|OrderStartDateTime,2017-01-03 
00:00:00|RequestedDateTime,2017-01-03 00:00:00|EnteredDateTime,2017-01-03 12:01:00|NW,2017-01-
03 12:01:00|ReleaseDateTime,2017-01-03 12:01:00|SignedDateTime,2017-01-03 
12:01:00|COMPLETE,2017-01-03 12:01:48|VistaCreateDate,2017-01-03 
12:30:22|ReportedDateTime,2017-01-09 00:00:00|EXAM ENTRY,2017-01-09 
10:11:00|ExamDateTime,2017-01-09 10:11:00|WAITING FOR EXAM,2017-01-09 
10:11:00|EXAMINED,2017-01-09 10:31:00|UPDATE STATUS,2017-01-09 
10:31:00|COMPLETE,2017-01-09 11:13:00|LastActivityDateTime,2017-01-09 
11:13:00|OrderStopDateTime,2017-01-09 11:13:00|ReportEnteredDateTime,2017-01-09 
11:13:00|ResultsDateTime,2017-01-09 11:13:00|VerifiedDateTime,2017-01-09 
11:13:00|VistaEditDate,2017-01-09 11:46:11 

This raw event-sequence data is extracted in an ad hoc manner. To explore and make sense of raw data, 
we focused our analysis on a cohort (approximately 808,000 patients) diagnosed with IHD between 
January 1, 2017, and January 1, 2018. For example, for the Radiology domain, we extracted radiology 
orders that were started in the year 2017 for the identified cohort. This resulted in approximately 860,000 
radiology orders. The data structure for radiology event sequences incorporated 36 dates, 5 actions, and 
76 status updates as distinct event types. The goal is to represent these raw event sequences as well-
defined event logs that will decrease the complexity and exhibit the main transactions that occurred in 
orders. For this purpose, we selected OASIS WS-Human Task specification as a standard to map the raw 
event sequences. The following section describes the OASIS standard.  

2.4.2.1 OASIS WS-Human Task Specification 

The WS-Human Task Specification [1] is an OASIS (https://www.oasis-open.org/org) standard. OASIS is 
a nonprofit consortium that drives the development, convergence, and adoption of open standards for the 
global information society. The concept of human tasks is used to specify work that must be 

https://www.oasis-open.org/org
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accomplished by people. Typically, human tasks are part of business processes. However, those tasks can 
also be used to design human interactions that are invoked as services, whether as part of a process or 
otherwise. 

We selected OASIS WS-Human Task Specification Version 1.1 [1], specifically, the Human Task 
Behavior and State Transitions diagram (see page 55 of [1]) to decrease the number of event types and 
distinguish important stages that raw event sequences exhibit. The WS-Human Task Specification 
introduces the definition of human tasks, including their properties, behavior, and a set of operations used 
to manipulate human tasks. In addition, it introduces a coordination protocol that uses web services to 
control the autonomy and life cycle of service-enabled human tasks in an interoperable manner. The 
human task behavior and state transitions are as follows: 

1. Upon creation, a task goes into the Created state. There is no need to have a task owner in this 
state. The task remains in the Created state until it is activated and has potential owners. 

2. When a task has multiple potential owners or is assigned to a work queue, it transitions into the 
Ready state, indicating that it can be claimed by one of its potential owners.  

3. When the task is claimed by a single owner, it transitions into the Reserved state, indicating that it 
is assigned to a single actual owner. The current actual owner of a human task can release a task 
to again make it available for all potential owners. 

4. Once work is started on a task that is in the Ready or Reserved state, it goes into the InProgress 
state, indicating that it is being worked on. 

5. The task will go into the Suspended state when a suspend operation is invoked or a suspend event 
is received. 

6. On successful completion of the work, the task transitions into the Completed final state 
(termination).  

7. On unsuccessful completion of the work, the task transitions into the Failed final state 
(termination). 

8. A received exit event will make the task transition into the Exit final state (termination). 
9. A nonrecoverable error event will make the task transition into the Error final state (termination). 
10. A skip operation invoked (and if the task is skippable) will cause a task to go to the Obsolete final 

state (termination). 
 

The life cycle of subtasks is the same as that of the main task. The specification allows state transitions 
among all states except the termination states. In the next subsection, we describe how we mapped the 
raw data to OASIS for the Radiology domain. 

2.4.2.2 Mapping Raw Data to OASIS 

We first applied temporal clustering on the raw event-sequence data to extract clusters of events that 
occurred together in a two-minute time window. Usually, the dates have minute-level data (no seconds 
are recorded) and the relevant dates and columns are updated together as a result of a transaction on an 
order. We adopted the two-minute time window because of system lags that we seldom observe. Note that 
different dates in different tables might represent the same information (such as Results Date Time and 
Order Stop Date Time). The purpose of this activity is to decompose the raw event sequence into coherent 
blocks of events that are triggered by the same transaction or encounter (appointment, phone call, visit, 
etc.). This helped us to identify important events in each cluster that could be mapped to transitions per 
the OASIS standard. Figure 9 represents the raw events that are temporally clustered for the sample order 
presented previously. 
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Figure 9. Temporal clustering of the sample order illustrated on a timeline.  

When all distinct event types and possible links between them are considered, displaying a state transition 
diagram would result in a complicated “spaghetti diagram.” The interpretability of the data suffers from 
this complexity, and it is hard to extract actionable insights. Therefore, in discussion with domain experts 
at the VA, we mapped the raw event sequences to the OASIS WS-Human Task Specification. The 
finalized rules of the mapping algorithm are summarized in Table 2, where the left column has the OASIS 
states that are considered relevant in the Radiology domain of the CDW (note that the Obsolete state is 
ignored) and there right column explains the conditions at which orders transition. These rules are applied 
sequentially on each cluster of events to extract OASIS state transitions per order.  

Table 2. Mapping rules that generate simplified event logs from raw event-sequence data 

Transition to Rule/s 

Created If Entered Date Time is found, transition to Created. 

Ready If Released Date Time and a new (NW) action are taken, transition to Ready. 

If Released Date Time and a release hold (RL) action are taken, and order is at 
Suspended, transition to Ready. 

If Released Date Time and Signed Date Time are found, and order is not at Ready and no 
Order Stop Date Time is recorded, transition to Ready. 

Suspended If Released Date Time and a hold (HD) action are taken, transition to Suspended. 

Reserved If EXAM ENTRY is found, transition to Reserved. 

InProgress If any cluster of Dates or Actions takes place after transitioning to Reserved, transition to 
InProgress. 

Completed If there is Results Date Time, transition to Completed. 

Failed If order is at Completed and there is Discontinued Date Time recorded, then transition to 
Failed. 

Error If order is at Ready and there is Discontinued Date Time recorded, then transition to Error. 

Exited If there is Discontinued Date Time recorded (else: not at Completed or Ready), then 
transition to Exited. 
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In addition to Table 2, a couple of additional assumptions are made. First, we consider only event types 
that occur after the first event, which is Entered Date Time. Another assumption is to ignore the second 
transition when two events are considered as a trigger of the same transition. For example, EXAM 
ENTRY and Exam Date Time records follow each other; however, the order of their appearance can be 
different because of the communication lags in VistA updates (either Exam Date Time or EXAM ENTRY 
can occur first). In those cases, we allow only one transition to account for the redundancy. 

2.4.2.3 Other Domains 

In addition to the Radiology domain, we prepared raw event sequences for Laboratory, Consults, and 
Outpatient Medication (RxOut) domains. Raw event-sequence sample data for a Laboratory order: 

|EnteredDateTime,2017-05-02 13:55:00|NW,2017-05-02 13:55:00|ReleaseDateTime,2017-05-02 
13:56:00|SignedDateTime,2017-05-02 13:56:00|VistaCreateDate,2017-05-02 
15:17:17|OrderStartDateTime,2017-05-05 09:36:00|LabChemSpecimenDateTime,2017-05-05 
09:36:01|LastActivityDateTime,2017-05-05 11:39:00|OrderStopDateTime,2017-05-05 
11:39:00|ResultsDateTime,2017-05-05 11:39:00|LabChemCompleteDateTime,2017-05-05 
11:39:17|VistaEditDate,2017-05-05 12:21:25 

Consult orders have additional activities in the CDW that are the closest records to an event log. These 
additional activities are relatively informative to represent transactions. Raw event-sequence sample data 
for a Consult order:  

ReleaseDateTime,2017-04-05 11:56:00|SignedDateTime,2017-04-05 11:56:00|EnteredDateTime,2017-
04-05 11:56:00|NW,2017-04-05 11:56:00|OrderStartDateTime,2017-04-05 11:56:00|CPRS RELEASED 
ORDER,2017-04-05 11:56:33|RequestDateTime,2017-04-05 11:56:33|PRINTED TO,2017-04-05 
11:56:34|VistaCreateDate,2017-04-05 17:56:30|RECEIVED,2017-04-10 14:26:44|ADDED 
COMMENT,2017-04-10 14:27:09|ADDED COMMENT,2017-06-07 
12:00:19|DiscontinuedDateTime,2017-06-07 15:19:00|OrderStopDateTime,2017-06-07 
15:19:00|LastActivityDateTime,2017-06-07 15:19:00|DISCONTINUED,2017-06-07 15:19:41|PRINTED 
TO,2017-06-07 15:19:42|VistaEditDate,2017-06-07 15:22:05 

Raw event-sequence sample data for a RxOut order: 

|DispensedDate,2017-06-19 00:00:00|IssueDate,2017-06-19 00:00:00|LoginDate,2017-06-19 
00:00:00|EnteredDateTime,2017-06-19 14:45:00|NW,2017-06-19 14:45:00|ReleaseDateTime,2017-06-19 
14:45:00|SignedDateTime,2017-06-19 14:45:00|ChartCopyPrintedDateTime,2017-06-19 
14:45:31|VistaCreateDate,2017-06-19 14:45:41|FinishingDate,2017-06-19 15:15:51|HD,2017-06-19 
15:16:00|ReleaseDateTime,2017-06-19 15:16:00|FillDateTime,2017-06-20 00:00:00|LoginDate,2017-06-
20 00:00:00|OrderStartDateTime,2017-06-20 00:00:00|DiscontinuedHoldUntilDateTime,2017-06-20 
08:46:00|ReleaseDateTime,2017-06-20 08:46:00|RL,2017-06-20 08:46:00|ReleaseDateTime,2017-06-20 
08:50:37|ReleaseDateTime,2017-06-22 18:32:42|CompletedDateTime,2017-09-17 
00:00:00|OrderStopDateTime,2017-09-17 00:00:00|LastActivityDateTime,2017-09-18 
20:00:00|VistaEditDate,2017-09-18 20:02:07 

Laboratory and Consult domain event-sequence data is also generated with the same method and similar 
mapping rules (OASIS) as the Radiology domain. RxOut mapping is ongoing and will be accomplished 
in the next period of performance. See [2] for a comprehensive summary on the raw event sequences and 
the mapped event sequences. 
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2.4.3 Count-Based Data for Detection—Statistical Process Control 

Statistical process control (SPC) detectors work on daily counts of discontinued orders (rejected or 
cancelled) for different stations and domains. Basically, the detector calculates mean and standard 
deviation (std) of the counts going back for a year from the detection day. Subsequently, it removes the 
anomalies (the counts occurred above mean+3std) from the yearly data and recalculates the new mean 
and std. The detection is done on this cleaned data (to better capture the normal mean) for the counts that 
exceed the new mean+3std. If the detection is done, the detection decision logic and how the aggregate 
order counts break into different nature and reason of discontinuations and staff kind are presented. There 
are a couple of assumptions that go into the detector. Weekends and Weekdays are treated separately, 
mean is calculated for one year, mean+3std is assumed as the upper limit, and detection is done only for 
the frequencies that are greater than 10. Also, confidence is assigned to detections based on the number of 
stds for which the frequency is higher than the mean (3–5 stds = Low, 6–8 stds = Medium, and 8+ stds = 
High confidence). The summary of the activity flow for an SPC-based detector is in Figure 10. 

 
Figure 10. Activity flow of the SPC detector. 

Since the initial implementation does not have any labeled data, see [3] for details on how we detect 
outliers in the data using the upper bound in a SPC technique as a threshold. Data points above the 
threshold are regarded as outliers. Figure 11 represents a sample detection from the tool. Figure 12 
represents the additional information for the detection in Figure 11 that is provided to the analysts for 
further investigation. Along with this information, we also provide the distribution of human- and 
machine-generated orders and how many distinct orderable items and patients are impacted from the 
cancellations or rejections for that particular station and day.   
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Figure 11. Detection of anomalous number of radiology order cancellations at a clinical location on January 
20, 2017. The red line represents the upper bound, and the red dot is the detection of an anomalous number 

of cancellations.  

 
Figure 12. Distribution of Nature of discontinuations (left) and distribution of Reason of discontinuations. 

2.4.4 Event-Sequence Data for Detection 

Raw event sequences are used for multiple exploratory analysis such as calculating statistics on durations 
between transitions. In the following sections we describe two exploratory analyses that are shared with 
SMEs and detailed in different publications. 
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2.4.4.1 Latent Dirichlet Analysis 

We divided Consults raw event-sequence data into three groups by associating their stop date with a 
termination activity. These groups are: (i) Completed (~1.8 M orders), (ii) Discontinued (~375 K orders), 
and (iii) Cancelled (~52 K orders). We found out that terminated orders can only be in one of these three 
states. Completed orders are the ones that transitioned through all necessary states. Discontinued orders 
may or may not make it all the way to the Consult service while cancelled orders are the ones cancelled 
by the service. In this analysis, we focused only on datasets for Discontinued and Cancelled orders since 
they are more likely to incorporate orders with adverse events. In addition to the aforementioned 
processing steps, we enriched the event space of the dataset by combining the events with time intervals. 
We associated the time intervals between events with wait times as follows: “0,” “<1min,” “<1hour,” 
“<1day,” “<1week,” “<1month,” and “1month+,” where “0” represents the initial event. The latter strings 
are named ‘time bins’ herein. As an example, if event B happened two hours after the first event A, we 
represent event B as “B_<1day” and event A as “A_0.” We applied the time bins to the Discontinued and 
Cancelled orders and prepared the final datasets. The new data structure is described subsequently: 

Order-ID | (A_0, Timestamp) | … | (Z_<1week, Timestamp) 
 
Latent Dirichlet analysis (LDA) is a statistical model that represents each document as a mixture of 
arbitrary number of latent topics/groups. It leverages the bag-of-words approach to explain the 
probabilities of falling into each topic for each document. LDA is widely used for document classification 
in natural language processing tasks and has already been applied to analyze event sequences on 
healthcare services of patients [4]. We applied LDA as described in the sequel. Instead of following the 
clinical history of patients and treating patient history as a document, each order is defined as a single 
document. Each event type (different dates and activities) in our corpus (event sequences) is defined as a 
word in our dictionary. We specifically used the open source Gensim package and Mallet’s LDA 
implementation [5] to run LDA on the datasets prepared. Additionally, we leveraged another open source 
tool LDAvis [6] on the LDA results and visualized the event frequencies and clusters to discern patterns 
in the data. Since LDA is an unsupervised learning algorithm, by exploring the relevant frequencies of 
events in each topic, the user can get insights on the context of the orders and the ability to define 
potential hazardous patterns. Please see [4] for the details and results of this analysis. 

2.4.4.2 Process Mining 

We applied the rules in Table 2 and generated the mapped event logs data (of Radiology). Application of 
process mining resulted in a simplified state transition graph. Since we have the time stamps of the state 
transitions, we could generate the state transition graph with the mean number of days that passes in 
between those transitions. This information is quite useful to identify transitions on which the orders are 
likely to stall. Domain experts can easily examine these graphs to identify irregular and rare transitions, 
apply heuristics, and calculate statistics. Figure 13 emphasizes the most common path with thicker 
transition lines and shows the start and termination transitions with dashed lines. Most orders exhibit a 
regular transition pattern that follows Created, Ready, Reserved, InProgress, and Completed in order. 
After discussion with domain experts, we determined some candidate hazards such as transitions from 
Completed to Failed. However, further analysis is needed to determine more complex hazard conditions 
for other transitions by combining durations and distributions of occurrences. Such an analysis is done in 
[5], and other process mining applications on other datasets can be found in [2].   
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Figure 13. Sample state transition diagram with frequencies of transaction generated by the process mining 

tool Disco.4 

2.4.4.3 Other Exploratory Analysis 

Along with LDA and process mining results, we explored techniques such as Word2vec [6] and graph 
pruning to understand the raw event sequences we extracted. We leveraged a parallel version of 
Word2vec implemented at ORNL to find time-relevant embeddings (word/event vectors) of events and 
used those embeddings to predict the context of event sequences. Using clustering techniques, we were 
able to distinguish Cancelled, Discontinued, and Completed orders, but additional analysis was needed 
(see Figure 14). 

 
 

Figure 14. Sample clustering on results by Word2Vec implementation.  

Regarding graph pruning, we calculated the state transition matrix for event sequences (state = event + 
time bin) on the Consult data that we applied LDA on and were able to predict the orders that are likely to 
be cancelled at earlier stages (see Figure 15). This was possible because of time bins we incorporated into 
the state space. However, this approach needs further investigation on which of the predicted 
cancellations could be classified as hazards. 

 
4https://fluxicon.com/disco/. 

https://fluxicon.com/disco/
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Figure 15. Timeline of an order to illustrate pruning technique. Based on what state the order is and how 
much time has passed since the last transition, high probability transitions of the next state can reveal 

cancelled orders at earlier stages. 

2.5 WEB CRAWLER ON OSEHRA VISTA 

Additionally, an automated web crawler is implemented to extract field information for each FileMan file 
from the code repository documentation of OSEHRA.5 The extracted information includes the field name, 
data structure of the field from which we can infer how it is populated, and whether or not it is a required 
field. 

To achieve the third mapping (VistA FileMan to CDW), the meta schema/domain in CDW is also 
leveraged. If the source of a CDW column is VistA, we are able to map the desired FileMan files and 
fields to columns in CDW. This capability enables us to extract related columns in CDW that used 
identified data fields in the FileMan system as a source and calculate statistics for the probabilistic model. 
The auto-surveillance system will be observing these fields to identify anomalies and hazards. 

2.5.1 Additional Data Resources 

Additionally, three major resources have been identified that can provide information on the 
interconnectedness of the VistA system. The first resource is the cross-reference documentation of 
OSEHRA VistA.6 This documentation includes FileMan data dictionary and graphs denoting 
dependencies between packages in VistA. The source tree repository7 provides source data that feeds the 
cross-reference documentation. The repository was explored, and the source data of the documentation 
was extracted for the dependency information. This will help us identify the number of the fields 
queried/populated by each package and the number of routines called. A typical dependency graph is 
shown in Figure 16, and the accompanying JSON file is shown in Figure 17.  

 
5 http://code.osehra.org/dox/ 
6 http://code.osehra.org/dox/  
7 https://github.com/OSEHRA-Sandbox/VistA-M/tree/FOIA_Dec_2017  

http://code.osehra.org/dox/
http://code.osehra.org/dox/
https://github.com/OSEHRA-Sandbox/VistA-M/tree/FOIA_Dec_2017
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Figure 16. Example (Consult Request Tracking) dependency information from VistA cross-reference 

documentation. 

 

Figure 17. JSON file of the dependency graphs in Figure 15. 

A second resource is ViViaN,8 which visualizes VistA and its namespace. This tool uses the relationship 
files (in JSON format) that can be compiled from its repository.9 By parsing these JSON files, it is 

 
8 https://code.osehra.org/vivian/  
9 https://github.com/OSEHRA/ViViaN  
 

https://code.osehra.org/vivian/
https://github.com/OSEHRA/ViViaN


 

17 

possible to find relationships between packages in the VistA system with which clinical users interact. A 
third resource is the set of VHA Business information models10 that give insights into the relational 
database (CDW) fields. The team explored all these resources and parsed package relationships to gain 
insights and consider them for future use. 

2.6 ADDITIONAL VISTA DATA 

Required fields in VistA are extracted using the web crawler described in the previous sections as this 
information does not exist in CDW. Required fields are the fields in VistA that must be filled. By 
incorporating required fields into CDW environment, we were able to analyze the fill rate of those fields. 
The process is shown in Figure 18: 

 
Figure 18. Activity flow of required fields fill rate analysis.  

Table 3 presents some sample required fields and their fill rates when we queried 1 month of records in 
early 2018. By definition, we expected to see 1.0 at fill rate for required fields in CDW; however, that 
was not the case. We concluded that some of the fields them are intentionally ignored to be transferred 
(such as RequestVistaErrorDate), or some could be overriding the requirement by leaving those fields 
empty (such as MaxRefills). A candidate detector could be designed around this finding since dropping 
fill rate could be indicative of VistA system level down times in different locations as well as misuse of 
HIT by some users. This analysis will be revisited in the future to see if we can explicitly design detectors 
to monitor certain required fields.  

Table 3. Some required fields and their fill rates 

Locations Field/Column Name Fill rate 

129  CPRSStatus 1.0 

129  RequestVistaErrorDate 0.000 

3 ToRequestServiceName ~0.999 

128 MaxRefills ~0.70–0.75, Max 0.89 

4 FileEntryDateTimeTransformSID ~0.00002 

 
10 https://bim.osehra.org/content/_Z_.p-8.mL.oE.eG.uP.oQ.a3VW.pGA_root.html  

https://bim.osehra.org/content/_Z_.p-8.mL.oE.eG.uP.oQ.a3VW.pGA_root.html
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2.7 FUTURE DIRECTION IN DATA MODELING 

We have explored multiple directions in automation of the data extraction and preprocessing operations. 
For the initial analysis, preparing aggregate tables (counts data model) in a relational database was 
enough to design detectors. In the long run, we are aiming to design a data model that has more 
granularity with the option to aggregate if needed. We have researched various ideas, and among them we 
will start with exploration of time as a dimension because we think it can further aid in recognition and 
computation of anomalies. Currently, data is stored in a relational database with timestamps attached. 
However, these are neither used nor tracked for anomaly detection. Time series databases can track these 
changes, analyze changes in the past, monitor the present, and predict changes in the future [7, 8]. The 
shift in using time series databases for data analysis can be evidenced by the popularity in adoption of 
InfluxDB and Apache Druid databases. In fact, it is the fastest growing database category for the past two 
years [8, 9].  

In this project, we will start with keeping the counts data in a big time series database that is indexed by 
timestamps and additional order features such as urgency, along with the existing ones in Table 1. We can 
keep multiple frequencies (i.e., discontinuations, creations, suspensions) in such a series. As the new data 
will be indexed by time stamps and the features, it will allow fast slice and dice analytics and grouping 
the counts by different features and minute level timescale.  

Moreover, a time series database provides an opportunity to merge two data models we have generated 
(event sequence and counts) and use one single model. Event sequences can also be stored in time series 
format before the OASIS mapping is performed.  

We recently investigated various time series databases—InfluxDB, Prometheus, Graphite, Apache Druid, 
and TimescaleDB. Based on comparisons between the features, disadvantages, applying machine learning 
algorithms, and integration of the database within the current architecture, InfluxDB11 provides notable 
benefits. Built with the notion of high-performance to support time-stamped data specifically, InfluxDB 
optimizes the data in a format that leverages the best of the both worlds—structured schema found in 
relational databases and key-value pairs at the heart of NoSQL solutions. This provides support for fast 
querying on “Big Data” at the granular or aggregate level [10, 11]. InfluxDB provides rich features like 
SQL-like queries, GroupBy, and TopN functionalities including the ability to identify data gaps and in-
built aggregation such as percentile and std. Multiple dimensions coupled with time can be used in 
detecting anomalies. It supports one million+ writes per second, which many other competitive solutions 
are unable to match [10].      

Two notable technologies that come along InfluxDB are Chronograf and Kapacitor. The former supports 
ad hoc exploration and querying (including SQL-like query language) and interactive data visualization 
capabilities on time series data, as illustrated in Figure 19. The data used in Figure 19 are the laboratory 
counts data from CDW. Chronograf can be useful for querying in a web interface and for instant 
visualization purposes after the detection is done. 

The latter, Kapacitor is a data processing engine that supports integration with external anomaly detection 
and machine learning libraries via open application programming interfaces (APIs) or plugins. These 
technologies would allow us to use our in-house anomaly detection libraries to be applied on the 
timeseries-based count and/or event-sequence data, while leveraging various features including fast slice 
and dice analysis on multidimensions, compare patterns, ad hoc exploration, and interactive data 

 
11 https://influxdb-python.readthedocs.io/en/latest/include-readme.html  

https://influxdb-python.readthedocs.io/en/latest/include-readme.html
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visualization. We plan to apply these database technologies for use in the previous data models and 
evaluate their performance in terms of aiding anomaly detection and scalability in the next term. 

 
 

Figure 19. Chronograf interface visualizing the number of cancelled orders for a location. 

 
3. HAZARD ANALYSIS AND CHARACTERIZATION 

The hazard analysis and characterization task consists of three subtasks: probabilistic model development, 
event-based hazards detection, and system-based reliability performance evaluation. 

3.1 PROBABILISTIC MODEL DEVELOPMENT 

In this section, we describe a software conceptual model, using the graphical model, that captures the 
transaction process model (TPM) for the Consult domain to perform statistical analysis. A key aspect of 
this study is the determination of the probability that an error or class of errors associated with specific 
data items and process steps will result in process failure such as an incorrect medical diagnosis and/or 
treatment. Hence, we propose conducting a probabilistic study based on Monte Carlo simulation to an 
information flow graph to identify paths and path segments that contribute to process error. Error 
probabilities or uncertainty levels are induced at each decision step of the graphical model based on 
discussions with VA experts and clinical partners. The model was calibrated using a finite set of data 
fields (from notional data) and initialized. This conceptual model serves as a basis to generate the 
statistical features of the errors, sequence of errors (e.g., unmatched event time in the EHR systems), 
frequency of errors, and correlation between a variety of steps in relationship with errors. Key statistical 
metrics include quantification of frequency of errors and correlation of error probabilities across the 
workflow. The objective of the model is to enable the design of error detection algorithms and quantify 
the efficacy of error detection algorithms. A blueprint for model development and a tool for probabilistic 
evaluation of decision-making will, thus, be developed to enable hazard detection methods. 
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3.1.1 Model Description 

In a given node-edge graphical model, for each of the data fields, there are four possible outcomes (O = 
4): (1) data is entered correctly in the data field, (2) data is entered incorrectly in the data field, (3) no data 
is entered correctly, and (4) no data is entered incorrectly in the data field. Assume that each outcome has 
a known probability of occurring first. All the four outcomes can occur, but the order is unknown. There 
is, thus, one starting point and O! ending points (! represents the factorial operation). To know the 
sequence of events and probability associated with each endpoint, we conducted 1,000,000 Monte Carlo 
simulation runs to estimate the histogram, the probability density function, and the cumulative density 
function for the outcomes.  

For the initial implementation, we converted the high-level Consult TPM shown in Figure 20 into an 
information flow graph shown in Figure 21, which can be simplified as shown in Figure 22. 
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Figure 20. A high-level Consult TPM. 
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Figure 21. An equivalent information flow graph for the high-level Consult TPM shown in Figure 20. 

 
Figure 22. A simplified version of the information flow shown in Figure 21. 

 
In Figure 21 and Figure 22, an information flow is represented as nodes and links. Each node represents a 
state in TPM, and each link represents the relationship between nodes. On the one hand, nodes are 
independent if the outcomes of one node has no effect on the outcomes of the downstream nodes. On the 
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other hand, nodes are dependent if the outcomes of an upstream node have an effect on the outcomes of a 
downstream node.  

3.1.2 Scenario Simulation 

To simulate a hypothetical scenario, we can model the TPM in Figure 21 as shown in Figure 23. 

 
 

Figure 23. The information flow used to model the hypothetical Consult activity flow. 

In this scenario, we assume that the probabilities of data entry errors at each node is 10% (5% error when 
there is data and 5% error when there is no data). Note that the data entry error rate in EHRs range from 
2% to 6% [12–16]. We also assume equal split probabilities whenever there is a decision node with 
multiple branches (50:50 split ratio for a decision node with two branches going forward). Then, 
1,000,000 Monte Carlo simulations are conducted on the information flow graph to estimate the 
probability of failure at each node. In this analysis, we assume all nodes are independent (i.e., an error in a 
node will not affect errors in other nodes). Figure 24 illustrates the estimated probability density functions 
(PDFs) for all nodes in the “New Order Process” subprocess of the high-level Consult process. We 
observe that the probability of error (data entered incorrectly) decreases as data flows down the tree. 
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Figure 24. Estimated PDFs for the New Order Subprocess. 

Based on this data entry error assumption, the PDFs for the remaining part of the information graph are 
shown in Figure 25, Figure 26, Figure 27, and Figure 28; these are equivalent to the remaining four 
processes in the high-level Consult process. 
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Figure 25. Estimated PDFs for the Order Sign Subprocess. 
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Figure 26. Estimated PDFs for the Order Receive Subprocess. 
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Figure 27. Estimated PDFs for the Order Schedule Subprocess. 
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Figure 28. Estimated PDFs for the Appointment Subprocess. 

Based on the assumptions in this scenario, we can conclude that the probability that an error will occur at 
the end of the Consult process is about 3.8% (1.92% when there is data and 1.88% where there is no 
data). As expected, the probability of error decreases over time; however, it is still a high probability for 
large-scale EHR systems. 

3.2 EVENT-BASED HAZARD DETECTION APPROACHES 

This subtask uses data-driven approaches to identify potential hazards for further investigation. The task 
assumes that hazards are not known a priori. This assumption, thus, not only provides an opportunity to 
discover previously unknown or undetected hazards but also allows for analysts to remain in the loop. 
The analysts can review the detected hazards and determine whether they are true hazards or just noise in 
the data. The analysts’ reviews will serve as feedback to the hazard detection methods so that future 
occurrences are characterized correctly. This is a dynamic approach in which the detectors are 
continuously trained and improved using the analysts’ feedback as additional data points. This approach 
is analogous to the concept of incremental learning in machine learning literature. Using this approach, 
we developed a series of hazard detectors (HDs) as presented in the following subsections. In all cases 
presented in this report, we define anomaly as a point in time where the behavior of the observed system 
is significantly different from previously observed behaviors. 
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3.2.1 Online Change Point Detection Approach 

One of the limitations of the SPC approach discussed in Section 2 is that it is not amenable to online 
detection when new data points become available. The online change point detection (CPD) approach 
discussed in this section was developed to eliminate this challenge. 

3.2.1.1 Introduction 

CPD is finding changes in the underlying distribution of a time series. Basically, CPD methods measure 
the discrepancy in the distribution of data points in the immediate past (called the embedding) window 
and the immediate present (horizon) window. The two windows may or may not overlap each other, as 
shown in Figure 29. 

 
 

Figure 29. Relationship between embedding and horizon windows in the implementation of CPD methods. 

According to [17], CPD methods are divided into two main groups: online methods, which aim to detect 
changes as soon as they occur in a real-time setting, and offline methods, which retrospectively detect 
changes when all samples are collected. Online methods are often referred to as event or anomaly 
detection, while offline methods are called signal segmentation. A detailed survey of offline algorithms 
for the detection of multiple change points in time series is presented in [17]. Most of the presented 
offline algorithms require a known number of change points to solve the discrete optimization problem. 
This is a challenge for applications with no known number of change points. 

3.2.1.2 Bayesian Change Point Detection Algorithm for Breakpoints 

To eliminate this challenge, a Bayesian CPD (BCPD) algorithm is presented in [18]. In their study, 
change point is defined as an identification of abrupt changes in the generative parameters of sequential 
data. Specifically, the algorithm assumes that a sequence of observations 1 2, , , Tx x x  may be divided 
into nonoverlapping partitions. The delineations between these partitions are called the change points. 
The algorithm further assumes that the data within each partition are independent and identically 
distributed from some probability distribution. The goal of this algorithm is to estimate the posterior 
distribution since the last change point given the data so far observed. See [18–20] for detailed 
information about this algorithm. 

The BCPD algorithm can be implemented for a batch dataset in an offline approach as well as for a real-
time dataset in an online approach. The results of some implementations of the algorithm using offline 
and online approaches on synthetic datasets are shown in Figure 30 and Figure 31. In both cases, the 
online implementation approach gives a higher probability of detection compared with its offline 
counterpart. In Figure 30, the six partitions were correctly detected with a probability of more than 0.8. 
For the offline implementation, only one of the partitions was detected with a probability of more than 
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0.5. Similar conclusions can be reached for the results shown in Figure 31, even though the partitions in 
the datasets have different characteristics. 

Another conclusion from this experiment is that this algorithm is not appropriate for detecting between 
breakpoints; that is, this algorithm detects the start and the end of a breakpoint, but it does not detect 
points within a breakpoint. In domains such as health care, it is not sufficient to detect only the start and 
the end of a breakpoint and not the values between breakpoints that exhibit abrupt changes. Consequently, 
we proposed a modification to the BCPD algorithm to handle this problem. 

 
Figure 30. Implementation of BCPD algorithm on synthetic dataset 1. 
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Figure 31. Implementation of BCPD algorithm on synthetic dataset 2. 

3.2.1.3 Bayesian Online Change Point Detection Algorithm for Change Points within 
Breakpoints 

We consider the case shown in Figure 32 in which there are two major breakpoints identified by red lines. 
These two breakpoints are easily detected by the BCPD algorithm. In addition to these two points, 
however, we also would like to also detect all the points within these two boundary points. Hence, we 
propose a Bayesian Online Change Point Detection (BOCPD) algorithm. For our approach, we focus on 
using overlapping windows as depicted in Figure 33. 
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Figure 32. Illustration of detecting change points within breakpoints. 

 

 
 

Figure 33. Procedure for implementing the overlapping windows for the BOCPD algorithm. 

An illustration of this procedure is shown in Figure 34. In this case, the raw data (top chart) is presented 
to the algorithm as one data point at a time (middle chart), and the output of the CPD is shown as a 
probability of detection (bottom chart). 
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Figure 34. Illustration of the results of the overlapping window for the BOCPD algorithm. 

Using this procedure, all the breakpoints are easily detected. However, after a data point is detected as an 
anomaly, a replacement strategy is also implemented in order not to bias the subsequent detection 
process. The replacement approach is, thus, that a detected data point is replaced with the average of the 
previous l  points, where l  is the length of the embedding window. By replacing the anomalous value 
with a value characteristic of the prior nonanomalous data points, we maintain a reasonable level of 
accuracy for future detections. 

The same procedure was applied to Order Rejection count data, and the results are shown in Figure 35. 
The detected breakpoints (or anomalous count data points) are identified with a red circle. Overall, all the 
counts over about 150 are detected as breakpoints. 



 

34 

 
Figure 35. Results of the BOCPD algorithm for order rejection count data. 

3.2.2 Real-Time Anomaly Detection Using Forecasting Approach 

The two previous approaches, SPC and OCPD, do not allow for forecasting the future value of the 
monitored system. In this section, we present a third approach that will add that capability to the HD tool 
suite. 

3.2.2.1 Introduction 

The proposed real-time anomaly detection using the forecasting approach starts with building a 
forecasting model that can be used to predict future values in the series. Because of variability in the 
modeled system, in most cases, a given predicted value will differ from the corresponding observed value. If 
this difference for a given data point is above or below a prespecified threshold, the data point is classified 
as an anomaly. Thus, the challenge in anomaly detection for time series data lies not only in developing an 
accurate model to predict future values but also in establishing robust thresholds for determining whether 
points are anomalous [21]. Although many methods exist for building time series forecasts, we use a 
machine learning technique called online support vector regression [22]. The need for using advanced 
machine learning techniques on EHR data has been suggested [23]. Similarly, various approaches have 
been employed for producing error thresholds (i.e., confidence intervals) for predicted values. However, 
we use the concept of robust confidence intervals as outlined in [21] for our approach. 

Support vector machine is an unsupervised learning technique used in classification problems. When support 
vector machine  techniques are applied to regression problems, the algorithm is called support vector 
regression (SVR) [24]. In conventional batch implementations of SVR, every time the training set is 
modified, the model must be retrained from scratch [22]. This is unsuitable and computationally 
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inefficient for EHR time series data in which additional points are regularly added to the series in real 
time. To address this inefficiency, [22] introduced an “Accurate Online Support Vector Regression” 
(AOSVR) algorithm. With AOSVR, every time a data point is added to the training set, the trained SVR 
function is efficiently updated rather than being retrained from scratch [22]. Thus, AOSVR in 
combination with an anomaly detection approach provides an avenue for HIT safety managers to make 
real-time decisions. 

3.2.2.2 Mathematical Overview of SVR 

In nonparametric regression, the response variable Y is given by 

 ( ) ( ) YY µ ε= +x x , 
where ( )Yµ x  is the expected value of Y and ( )ε x  is a random error term [25]. The purpose of SVR is to 

estimate ( )Yµ x  using a known dataset T called a training set. Let 1 2{ }  , ,..., mI = x x x   be the set of training 

inputs and 1 2 }, , ..{ . , mO y y y=  be the corresponding set of outputs. The training set is then given by

( ) ( ){ }1 1 ,  ,  . . . , ,  m mT y y= x x . From the training set, construct a linear regression function of the form 

 ( ) ( )  Tf bϕ= +x w x  
on a feature space F. Here, w is a vector in F called the weight vector, b is the bias term, and ( )ϕ x  maps 
x to a vector in the higher dimensional feature space F. This mapping accounts for nonlinearities between 
the input vector and the response variable. The weight vector w and the bias b are obtained by solving the 
following primal optimization problem: 
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where C is a positive regularization constant that “penalizes” y-values that differ from f (x) by more than ε. 
The slack variables, iξ

+ and iξ
− , correspond to the size of this difference for upper and lower deviations, 

respectively. Data points falling outside of the ε-tube (Figure 36) are defined by Vapnik’s ε-insensitive loss 
function to have no contribution to the regression model (their coefficients equal zero) [26]. Points lying 
outside or on the ε-tube (called support vectors) have nonzero coefficients and thus contribute to the 
regression function. 
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Figure 36. Illustration of ε-tube and ε-insensitive loss function (adopted from [14]). 

 
Formally, the ε-intensive loss function ξ

∈
is described by 
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The dual formulation of the primal optimization problem is crucial for extending SVR to nonlinear functions 
[24]. Once the related Lagrangian function is obtained and the Karush-Kuhn-Tucker conditions are applied, 
we obtain the dual formulation 
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where iα
+  and iα

−  are Lagrange multipliers. See [22], [24], and [26] for more detailed mathematics 
related to the Lagrangian function and dual formulation. Finally, resolving the dual problem gives the 
adjusted regression function 

 ( ) ( )
1

( ) , .
m

i i i j
i

f x K bα α+ −

=

= − +∑ x x  (1.4) 

Here, ( ),i jK x x is known as the kernel function. The kernel function allows nonlinear function approximations to 

be made with SVR but maintains the computational efficiency present when making linear approximations [22, 24] 
There are many common kernel functions including linear, polynomial, and radial basis kernels. Our current 
analysis uses radial basis kernels. 
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3.2.2.3 Data Normalization 

For the purpose of testing our approach on existing data, the time series data is split into training, 
validation, and test sets. Note that although the data used is preexisting, the SVR model receives inputs one 
point at a time as though the operation was occurring online (that is, in real time). Before the data is put into 
the AOSVR algorithm, it is normalized between 0 and 1 using the following equation: 

 
min

max min

Train
norm

Train Train

X XX
X X

−
=

− , (1.5) 

where maxTrainX  and minTrainX  are the maximum and minimum values, respectively, from the training 
portion of the data [21]. 

3.2.2.4 Robust Confidence Intervals 

Many of the existing methods for computing confidence intervals for model predictions rely on the 
assumption that the model errors follow a probability distribution such as a Gaussian distribution [21, 27]. 
However, in practice, this assumption may not hold. The method for computing robust confidence intervals 
outlined in [28] is advantageous in that it makes no assumptions regarding potential distribution of the errors. 
It does, however, rely on the idea that errors of a given size generally occur with similar frequency as they 
have in the past. That is, provided that the model does not overfit the training data, errors of a given size 
that occur in the training and validation sets will occur with similar frequencies in the test set [21]. 

The procedure for computing robust confidence intervals is as follows. After obtaining the trained model, 
errors are computed on both the training and validation sets. Suppose the combined training and 
validation set (maintaining order) consist of values{ }1, , nx x  with an embedding length of .l Then, 

starting with 1,x the first l  values are fed into the trained model to predict ( )1ˆ .lx + Taking the difference 

between the predicted value and the observed value, we obtain ( ) ( )1 1 1ˆ l le x x+ += − . This process is repeated 

such that ( ) ( )ˆi l i l ie x x+ += −  until the end of the dataset is reached (Table 4). 

Table 4. Procedure for obtaining the error set 

 

After the set of errors { }1, , ne e e=   is obtained, the errors are sorted in ascending order by value. The 
set of errors, minus a number of sample errors from each extreme, is used to build the robust confidence 
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interval. For small datasets, the number of sample errors to be removed from each extreme of the error set 
is (n × p − 1), where n is the number of errors in the set and p is the corresponding significance level of 
the confidence interval. If (n × p − 1) is not a whole number, the floor function should be applied to it. For 
example, if the error set consists of n = 100 values and we seek a 95% confidence interval (p = .025), then 
(n × p − 1) = 1.5. Thus, one value should be removed from each extreme of the error set. We denote this 

new error set by CIe . The confidence interval for each new predicted value, ˆpx , is then formed as 
( ) ( ){ }ˆ ˆmin , max .p CI p CIx e x e+ −  

3.2.2.5 Replacement Strategy 

Using AOSVR, we have the ability to detect anomalies in real time. After a new point is added, AOSVR 
updates the regression function to minimize the difference between the predicted value and what was 
actually observed. However, if the observed value is anomalous, using the anomalous value to update the 
regression function will decrease the performance of future predictions of nonanomalous data. By 
replacing the anomalous value with a value characteristic of the nonanomalous data before updating the 
regression function, we maintain a reasonable level of accuracy for future predictions. Our current 
strategy for obtaining this characteristic value is to replace an anomalous point with the average of the 
previous l  points, where l  is the embedding length. 

3.2.2.6 Workflow for the Anomaly Detection Approach 

Figure 37 depicts the workflow for the anomaly detection approach. First, the time series data is 
preprocessed, which includes normalizing the data between 0 and 1. Next, the SVR model is trained using 
data from the training set. Once the trained model is obtained, it is used to compute the training and 
validation set errors as outlined in the previous section. Next, the trained model is used to make predictions 
on the test set data. For each new test point, the model prediction and previously obtained error set is used 
to compute the confidence interval. If the corresponding observed value falls outside of the confidence 
interval (it is an anomaly), we replace the observed value with the average of the previous l  values. That 
average value is then used in updating the regression function. If the observed value falls within the 
confidence interval (it is not an anomaly), the observed value is not replaced and is used to update the 
regression function. The updated model is then used to predict the next point, from which the process 
continually repeats until the end of the test set. 

 

 
 

Figure 37. Anomaly detection workflow diagram. 
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3.2.2.7 Some Numerical Results 

The anomaly detection approach summarized in the previous section was tested using EHR data from the 
VA CDW database to detect anomalous numbers of cancellations at a single hospital. Figure 38 shows the 
number of cancellations per day and detected anomalies using a 95% robust confidence interval. Although 
there appears to be one false positive, the approach is successful in detecting all true positives. 

Figure 39 illustrates the inaccuracy that can occur for future predictions if a replacement strategy is not 
implemented before updating the regression function. We see not only an increase in false positives but 
also the addition of a false negative and a significant change in the overall prediction model. 

 
Figure 38. Anomaly detection with replacement. 

Since, in the context of number of cancellations, HIT safety managers are only concerned with unusually 
high numbers of cancellations, we make a slight modification to our approach. That is, instead of 
considering points to be anomalous if they lie either above or below the upper and lower confidence 
bounds, respectively, we consider a point to be anomalous only if it is above the upper 95% confidence 
bound. With this modification, the replacement strategy is implemented only for points falling above the 
upper 95% confidence bound. Figure 40 depicts the number of cancellations per day where anomalies are 
detected using this modified strategy. Notice that now there are no false positives and that all anomalies 
are successfully detected. 
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Figure 39. Anomaly detection without replacement. 

 

 
Figure 40. Anomaly detection with replacement (upper 95% confidence interval only). 
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3.3 SYSTEM-BASED RELIABILITY PERFORMANCE EVALUATION 

This section focuses on the overall health of the HIT system. The assumption for this approach is that it is 
possible for the available detectors discussed in the previous sections to miss some hazards; therefore, 
there is a need for an additional capability that will survey the overall HIT system for emerging 
degradation in system reliability as a result of hidden or emerging hazards. Such a surveillance layer will 
provide insights that might lead to further investigation or the development of new detectors. In this 
section, we present a Markov chain (MC) model to understand system behaviors that might impact HIT 
reliability. 

3.3.1 Perturbation Analysis Using Discrete Time Markov Chain 

Specifically, we propose a discrete-time Markov chain (DTMC) to investigate the dynamic behavior of 
HIT using transition count data from EHRs. This is achieved by first developing a TPM for the clinical 
Consults workflow. The TPM represents a set of states in the workflow. The TPM is then converted into a 
DTMC as a basis for transition of orders between the states in the TPM. Then, a system transition matrix 
(STM) is created using the transition count data from EHRs to obtain the transition probabilities between 
states. The TPM is an ideal workflow description and has several degrees of freedom on use. Using a 
perturbation analysis algorithm, we systematically altered a combination of the transition probabilities. A 
simulation approach based on DTMC called Markov simulation was used to investigate the alternative 
workflow configurations and capture the dynamics of the submitted orders over longer time periods. These 
different workflow configurations will help analysts identify scenarios that could affect system reliability. 
The assumption for the Markov simulation is that the number of states in the DTMC model is readily 
reducible using the stochastic characteristics of MCs. 

3.3.1.1 Discrete-Time Markov Chain 

The MC model is a widely used analytical tool for studying the dynamic system behavior in several 
applications including health care (e.g., [29]). However, it has not been used to evaluate the reliability of 
HIT systems. In this section, we explore that opportunity. The MC is a discrete-time stochastic process 
where the conditional probability of any future event depends only on the present state and is independent 
of past states. The Markovian property can be expressed as follows for all states 0 1 2 1, , , , ,t ti i i i i−  and time 

0t ≥ : 

 ( )1 1 1 1 1 1| , , , .t t t t t tP X i X i X i X t+ + − −= = = =  (1.6) 

 ( )1 1 | .t t t tP X i X i+ += =  (1.7) 
Since the MC model assumes that the conditional probability does not change over time, for all states i and 
j and all t, ( )1 |t tP X j X i+ = =  is independent of t, as expressed in Eq. (1.8): 

 ( )1 | ,t t ijP X j X i p+ = = =  (1.8) 
where ijp  is the transition probability that given the system is in state i at time t it will be in state j at time 

( )1t + . 

3.3.1.2 The Perturbation Algorithm 

The perturbation algorithm (PA) has been extensively studied in theoretical and computational literature. 
In the HIT context, the PA will focus on the highly probable workflow as opposed to brute force possible 
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perturbations so that discovering high-impact disturbances can be automated. The PA [30] requires that a 
user first select the row of interest (the primary row) in the MC; the secondary columns are then the 
nonzero probability columns corresponding to the primary row. In addition, the user selects a perturbation 
limit, L— the maximum probability value for the primary column. Using the primary row, the nonzero 
element of interest (primary cell) is selected and the transition probability is increased/decreased by an 
increment amount, v, up to the user-defined L value. At the same time, the other nonzero elements in the 
primary row are decreased/increased, respectively, by the proportion of v using user-defined weight 
factors. The algorithm can also be used for simultaneous perturbation of two rows to capture where inter-
row dependencies exist. 

3.3.1.3 The Model Description 

Our approach is motivated by an application of DTMC to high-performance computing systems [30]. The 
proposed approach first defines the Consult clinical workflow as a TPM. A simplified TPM representation 
is shown in Figure 41. This representation has one starting node (i.e., “New Consult Order”) and two 
terminating nodes (i.e., “End of Order” and “Cancel/Discontinue Order”). The different colors in the 
figure depict different states in the TPM. There are seven distinct colors that represent the seven (high-
level) states for Consult orders. These states are input, accept, schedule, revision, release, 
discontinue/cancel, and complete. Some of these states can be decomposed into substates. However, for 
simplicity, we used only these high-level states for the analysis in this paper. 

 

 
 

Figure 41. A simplified TPM for clinical Consult workflow. 

The TPM is converted into a MC representation. We then used transition counts (frequency of transition 
between states or nodes in MC) data to calculate the individual transition probabilities in the STM. Each 
cell in a STM is, thus, the probability of transition from state i at time t to state j at time t + 1, written as 

i js s→ . The probability of transitioning between any two states, , ,i js s written as ijp  is given by 
Equation (1.9): 
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where ijf  is the frequency of ,i js s→  1
n
k ikf=∑  is the sum of frequencies of transitions from is  to all 

states ks  to which is  could transition, k ranges from 1, , n
, and n is the number of states. The STM 

summarizes the dynamics of the underlying TPM. Thus, the STM provides an opportunity to change these 
probabilities and simulate the evolution of the system over time. The systematic perturbation of the STM 
will reveal a wide range of behaviors. In this section, we present some of the simulation results of the 
probability distribution in each state of the TPM. The results presented are based on the STM shown in 
Table 5. The corresponding MC for this STM is shown in Figure 42a. 

Table 5. STM for Consult orders over a period of time 

 
 

 

Figure 42. The MC for the STM shown in Table 5. 

The PA can be summarized as shown in Table 6. The PA requires that a user first select the row of 
interest (the primary row) in the MC; the primary columns, then, are the nonzero probability columns 
corresponding to the selected primary row. In addition, the user selects a perturbation limit (the maximum 
probability value for the primary column). Using the primary row, the nonzero element of interest 
(primary cell) is selected, and the transition probability is increased/decreased by an increment amount up 
to the user-defined limit. At the same time, the other nonzero elements (secondary columns) in the 
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primary row are decreased/increased, respectively, by the same proportion. The algorithm can also be 
used for simultaneous perturbation of two rows to capture where inter-row dependencies exist. Intuitively, 
the purpose of perturbing a matrix is to increase or decrease the probabilities of being absorbed in certain 
states. For example, when scheduling tasks using MCs, we expect to increase the probability of successful 
completion and decrease the probability of errors. 

Table 6. Row-wise perturbation algorithm 

 

3.3.1.4 Some Numerical Results 

The following numerical results demonstrate that the perturbation of a set of state transitions coupled with 
Markov simulation can be used to evaluate the reliability of EHR systems. 

3.3.1.5 Evaluating the Proportion of Complete Orders 

To evaluate the proportion of orders in the Complete state, we simulated 1,000 random walks through the 
MC shown in Figure 42a and compared the probability distribution (Figure 42b) for the seven states. This 
figure illustrates that the probability distribution (PD) of orders in complete state is less than the 
probability of orders in cancel state. Based on these results, analysts may be interested in increasing the 
PD of orders in complete state. To achieve this goal, we altered the transition probabilities in Table 1 as 
discussed in the following subsections. 
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3.3.1.6 Evaluating the Effects of Increasing the Proportion of Release Orders on the Overall 
System Performance 

According to the 3rd row in Table 5, the transition probability (TP) of submitted orders from the schedule 
state to the release state is 0.74. As a process improvement strategy, we implemented a PA on the 3rd row 
such that L = 0.90 for the primary cell (column 5) in Table 5 at a rate v = 0.02. In addition, we decrease 
the TP for all the secondary columns in Table 5, except for column 7, to zero and the TP for column 7 to 
0.10 at the same rate of v. An implementation of this algorithm resulted in a revision to the 3rd row as 
shown in Table 7. Figure 43 shows the results of the simulation, that is, the PD for orders in complete and 
cancel states, respectively. Figure 43a shows that an increase in the TP between the schedule and release 
states without a corresponding increase in the other TP values will result in a decrease in the PD for the 
complete state and an increase in the PD for the cancel state; this is probably due to the dependency 
between the release state and the cancel state in the 5th row in Table 5 

Table 7. First modification to row 3 in Table 5 

 
States 

1 
Input 

2 
Accept 

3 
Schedule 

4 
Revision 

5 
Release 

6 
Cancel 

7 
Complete 

3 0 0 0 0 0.90 0 0.10 
 
In addition, Figure 43b suggests that to avoid a situation where the PD of orders in cancel state is more 
than the PD of orders in complete state, the TP for schedule to release should not be more than about 
0.785 (the break-even point for the two states). This figure also suggests that, even with the existing 
dependency in the 5th row, it is possible to achieve an increase in the PD for orders in the complete state 
by decreasing the TP for schedule to release. The results of a decrease in TP for column 5 are presented in 
following subsection. 

 

 
Figure 43. PD for the PA condition shown in Table 7. 

3.3.1.7 Evaluating the Effects of Decreasing the Proportion of Cancel Orders on the Overall 
System Performance 

For this implementation, we modified the 3rd row in Table 5 as shown in Table 8. For this scenario and 
for the secondary columns, we also simulated combinations of the sum of TP that will achieve the highest 
PD for the complete states. These TPs are designated as a, b, c, and d in Table 8. Their sum should be 
equal to 0.60 and v = 0.02. 
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Table 8. Second modification to row 3 in Table 5 

 
States 

1 
Input 

2 
Accept 

3 
Schedule 

4 
Revision 

5 
Release 

6 
Cancel 

7 
Complete 

3 0 0 a b 0.40 c d 
 
The PD for the complete and cancel states and the proportion of probability change are shown in Figure 44. 
Comparing these results to the PD in Figure 42, we see an increase in PD for the complete state. This 
perturbation simulation scenarios also shows a PD value less than 0.35 for the cancel state. 

 

 
 

Figure 44. PD for the PA condition shown in Table 8. 

 
4. AUTOMATED SURVEILLANCE SYSTEM TO DETECT HAZARDS IN HIT SYSTEMS 

4.1 OBJECTIVES 

The VA wishes to modernize its IT capabilities to manage the growth in scope and scale of its patient 
population to improve the health care services they provide to veterans and to manage the ever-increasing 
cost of health care delivery. The functionality described in this section represents a portion of the VA’s 
efforts to use novel technologies to meet these objectives.   

The HIT HD project objective is to design, prototype, and demonstrate automated surveillance for HIT 
HD. Initially, this capability will reside in ORNL’s Private Health Information (PHI) enclave at Oak 
Ridge, Tennessee. The PHI enclave will host the automated surveillance tool that operates on the VA’s 
CDW data. This section describes the automated surveillance system in terms of requirements, 
architecture, the prototype developed, and its verification and validation. 

4.2 REQUIREMENTS 

The functional requirements presented in this document are derived from discussions, documentation, and 
other input provided by VA SMEs. The majority of these requirements were derived during a full day, 
onsite workshop between the VA and ORNL team members held on February 26, 2019. Requirements 
analysis focused on the development of user personas and associated functional requirements. 
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4.2.1 User Personas 

Five user personas have been identified to be supported by the automated surveillance tool: 

1. Analyst 
2. Hazard detector manager 
3. HIT safety manager 
4. Facility/regional safety manager 
5. Point-of-care users 

 
For the prototype system, the HD manager has been the focus of requirements gathering and analysis. The 
following high-level functional requirements have been identified for this persona. 

1. View a summary page of results of all hazard detection by date. (Summary View) 
2. View facility-level result details from a detector, including facility number, name, city, and state, 

in a map layout. (Explore View) 
3. Implement VA VISN shapefile as base map. (Explore View) 
4. View aggregate patient-level and order-level result details from an HD, including facility number 

and name, in a grid layout. (Details View) 
5. Be able to identify an HD by the number/identifier used by ORNL modelers. 
6. Know the last date/time an HD was run. 
7. View hazard detection model details such as SQL/Python code, CDW tables/fields used, and any 

transformations/calculations. 
8. Provide a summary of the hazard detection model details in narrative format. 
9. Provide feedback to ORNL modelers regarding validity of HD or fields used in HD that can be 

used to improve HD performance. 
10. Monitor HD performance over time to detect evidence of model degradation. 

 
Future work will focus on the creation of additional requirements for the other identified personas. 

4.3 ARCHITECTURE 

Regarding the architecture of the prototype system, it was noted early in the design process that 
scalability is a key concern for the project. Based on this significant consideration, a Representational 
State Transfer (REST)-style and microservices-based architecture was selected for the prototype.  

REST-style architecture supports horizontal scaling (i.e., the addition of computing resources as needed 
throughout the application) in all components aside from the persistent datastore where vertical scaling 
(additional resources in a single logical server) is employed. The user interface, backend server 
communication hub, and detectors support the horizontal scaling capability. Microservices enable the 
loosely coupled and independently deployable approach of the REST services to meet the resiliency, 
elasticity, and responsiveness necessary to provide a next-generation solution to meet the VA’s health 
care data needs. Using emerging technologies and high-performance mechanisms would enable us to 
seamlessly and rapidly further on-demand scalability [11].  

Another significant scaling concern is scaling of the detectors, both in compute time and in development 
time. The prototype implements a hierarchical approach to detector development to address this concern. 
A hierarchical detector architecture speeds development time through reuse of data preprocessing 
approaches, event output formats, and common code reuse. The architecture also lends itself to 
deployment of the groups of detectors on dedicated computer hardware to handle compute scalability 
concerns as needed. 
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Figures 45 and 46 detail the overall architecture of the system and the hierarchical detector architecture 
employed in the system. 

 
Figure 45. Prototype architecture. 

Figure 46. Scaling number of detectors. 
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4.4 PROTOTYPE 

The prototype consists of three main views, shown in Figures 47–49. 

Summary View—provides high-level summary of registered detectors. The view supports filtering by the 
date the potential detection occurred, allowing the end user to focus on particular time periods. 

 
 

Figure 47. Summary View (Requirement 1). 

 
Explore View—provides a map-based view for further exploration of information on potential detections. 
This view supports filtering by date as in the Summary View and adds support for filtering by a specific 
detector. This additional functionality allows the end user to modify the detector being visualized on the 
map without returning to the Summary View. 

 
 

Figure 48. Explore View (Requirements 2 and 3). 
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Details View—provides detailed information on potential detections. The view provides date and detector 
filtering as in the Summary and Explore views. Additionally, the view supports filtering by facility. This 
functionality allows the end user to modify the selected facility without returning to the Explore View. 

 
 

Figure 49. Details View (Requirement 4, 5). 

Hazard Event Details Dialog (Figure 50)—provides more detailed information for a specific potential 
detection, as well as functionality allowing the end user to provide feedback on the potential detection. 
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Figure 50. Hazard Event Details Dialog (Requirements 5, 6, 8, 9). 

4.5 VERIFICATION AND VALIDATION 

Verification and validation (V&V) of the prototype is described herein in two threads, namely (a) the 
overall prototype (Section 4.5.1) and (b) additional V&V for individual HDs (Section 4.5.2). 

4.5.1 Overall Prototype Verification and Validation 

Regarding V&V activities for the prototype, a rigorous test-driven development paradigm has been 
employed throughout the project. These tests act as an automated gateway in the continuous integration 
and continuous deployment pipeline employed in the project. As new code is introduced in the main 
development branch of the project, automated scripts ensure tests are executed before automated 
deployment to the project’s integration server. 

A total of 42 tests have been developed that are executed in an automated fashion as part of every 
deployment cycle of the project. These tests cover the following functionality in the prototype: 

• Detector Registration 
• Duplicate Detector Registration – Expected Failure Case 
• Detector De-Registration 
• Hazard Event Reporting 

o Detector Not Registered – Expected Failure Case 
o Detector Not Running – Expected Failure Case 
o Facility Does Not Exist – Expected Failure Case 
o Metric Value Out of Range – Expected Failure Case 
o Missing Metric Value – Expected Failure Case 
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o Missing Date Occurred – Expected Failure Case 
o Missing Date Detected – Expected Failure Case 
o Valid Event 
o Validated Query Counts from Reported Events 
o Duplicate Event Report – Expected Failure Case 

• Hazard Event Feedback 
o End-User Feedback 

• Detector Status 
o Running 
o Completed 
o Running – Detector Not Registered – Expected Failure Case 
o Running – Detector Not Running – Expected Failure Case 
o Running – Detector In Error State – Expected Failure Case 
o Completed – Detector Not Registered – Expected Failure Case 
o Completed – Detector Not Running – Expected Failure Case 
o Completed – Detector In Error State – Expected Failure Case 

• Facility Related 
o Events by Detector at Facility 
o Facility API Integrity 

 
In addition to these automated tests, on each deployment cycle to the integration server, a high-level 
functional test script is executed by human resources. This script covers the following functionality: 

1. Login 
2. Sorting Summary View  
3. Filtering Summary View 
4. Information Popups Summary View 
5. Navigation from Summary View to Explore View 
6. Layer Control Explore View 
7. Map Controls Explore View 
8. Detected Events Control Explore View 
9. Right-Click Facility Explore View 
10. Detector Information Control Explore View 
11. Filter Explore View 
12. Navigation from Explore View to Details View 
13. Information Popups on Details View 
14. Sorting Details View 
15. Filtering Details View 
16. Detector Information Control Details View 
17. Provide Feedback Details View 
18. Expand/Collapse Menu Bar 
19. Logout 

 
Any errors that are detected are immediately noted as issues and addressed before moving to the next 
phase of the deployment life cycle. On a defined schedule and after all tests pass, code is migrated from 
the project’s integration server to ORNL’s Knowledge Discovery Infrastructure environment. 

4.5.2 Additional Verification and Validation for Hazard Detectors 

The range of V&V techniques for the HDs is as varied as the approaches used in the detectors themselves. 
For the currently implemented HDs, specific V&V tests were developed. SPC-based HDs are verified 



 

53 

using metamorphic testing and are validated using two techniques (see [31]). Performance analysis for the 
HD was conducted and is presented in [32]. The SPC-based Rejected Orders HD passed all V&V tests. 
The validation was simple on this detector, which is fully defined by the heuristic used in the detector. 
However, the SPC-based Cancelled Orders HD is not fully defined by its heuristic and requires SMEs as 
humans-in-the-loop to identify those events or event sets that constitute true hazards of this type. Once 
that is done, a new detector can be created that combines the original heuristic plus the behavior identified 
by the SMEs. The new detector will then be fully defined by its heuristic and learning and can then be 
tested using traditional classifier evaluation methods. Given the lack of SME participation in the active 
learning loop, the SPC-based Cancelled Orders HD has not yet been fully validated. 
 

5. PROJECT LESSONS LEARNED 

Any data science effort (or data-driven study) starts with the fundamental assumption that data exist. The 
second assumption is that patterns exist in the data for which we are seeking. The fundamental difficulty 
in this project was determining what part of the data (in the massive CDW) we should focus on and how 
we could represent the data that exhibits patterns indicative of hazards. Success requires bottom-up 
exploratory querying as well as top-down revision of the research questions we ask. Domain expertise 
was critical in guiding this iterative process. We came up with two data models that allowed us to explore 
the potential of hazard detection in some cases and demonstrate hazard detection algorithms in others. 
However, this ongoing process will lead to further identification of data columns in CDW and will fine-
tune and improve the detection algorithms, as well as develop new methods. The following list is a mix of 
know-how we derived during our exploration: 

• CDW has filtered VistA data, which means that not all data fields in VistA are transferred to 
CDW. 

• CDW is a relational database consisting of views that are organized for different purposes (mostly 
not research related). 

• Many columns in CDW can be updated; therefore, for those columns we observe only the latest 
update. We do not have access to logs of VistA or the full history of those data fields.  

• If we would like to get an almost full history of a patient or an order from CDW, we need to 
design our own data listener that will record every update that ETL processes operate on the 
columns of interest. This is possible through VA’s Special Purpose Views (SPV) database within 
CDW (technically CDW data but with ETL operations and times recorded). Even then, we can 
capture only daily history. For example, if three updates are done on a Results Date Time column 
on the same day, we will capture only the last update.  

• CDW ETL processes run every day after midnight transferring the data of yesterday. Although, 
this process is expected to be done by 8:00 am, it is sometimes possible that the ETL processes 
continue all day (sometimes transferring data not from yesterday but for the day the ETL process 
is running).  

• We found that everything starts with an order (a file 100 record in VistA), and the transactions on 
orders (their history) are indicative of adverse events. 

• We also found that anything is possible in VistA! It is a highly configurable and flexible system 
that allows some users to bypass known workflows. Because workflows are not strictly enforced 
and constrained, orders can transition from any state to any other state. 

• We usually asked this question: If anything is possible in VistA, what should not be possible? We 
first investigated normal patterns but then realized there can be many normal patterns! So, we 
found investigating rare/irregular patterns to be one of the directions we should take.  

• Another direction to take is to follow an important design principle; that is, to focus on the most 
common operations (events), with a focus on analyzing the most visited path to optimize the 
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common case. Those processes should be made as fast and as effective as possible, which could 
bring important improvements and resource savings to the organization. 

• Since we do not have labeled hazard data, we had to focus on unsupervised learning methods. 
Basically, we find patterns, discuss those patterns with SMEs, try to extract explicit definitions of 
hazards from those discussions, and, if agreed, design detectors. This was successful for some of 
the SPC-based detectors such as finding anomalous numbers of rejected order counts, 
cancellations of machine-generated orders, or cancellations with machine-generated reasons of 
discontinuation.  

• We wanted to keep our methods as generalizable as possible, which is why we did not go into 
orderable item name-level analysis. We treated each order type (Radiology, Consults, etc.) 
uniform within to extract generalizable patterns. However, the need to break the orders into 
further groups based on ordering facility or subdomain was found to be necessary for the next 
round of analysis. SMEs require additional information before deciding on explicit hazard 
definitions, and our iterative process will continue to extract more relevant fields to address this 
need.  

• Additionally, we keep an order features table in the HITHD database that we have not made 
much use of so far. That table will need further exploration to extract any feature per order that 
helps us to distinguish its characteristics. Orderable item name is one of the features, urgency is 
another, signature required could be another, etc. 

• Applying process mining has proven useful in identifying and analyzing process models and in 
identifying outliers. Process mining helps us to gain insight on possible anomalies in HIT. 

• The use of the OASIS Human Task state transitions diagram was helpful to define termination 
states and cases where clinical orders did not get completed successfully. However, we still need 
to look at the original event sequence to identify what went wrong. 

 
6. SUMMARY 

Most of the work done on this project in FY 2019 was on CDW exploration for better understanding of 
the data, as well as the development of methods for detecting anomalies in count data. Consequently, we 
gained significant insights on how the data is collected while analyzing some of the datasets. Clinical 
orders are found to be the most important atomic units of VistA, and they are of particular interest for 
safety officers in VHA. Moreover, transactions that occur during the life cycle of an order can be 
indicative of adverse events and interruptions in care delivery. Hence, we focused our efforts on revealing 
significant patterns in order-related data. Furthermore, raw event sequences can be for multiple 
exploratory analysis such as calculating statistics on durations between transitions. Both directions were 
explored in FY 2019. The CDW data presented unique features that led to the development of new 
methods for analyzing breakpoints in time series data. Therefore, we explored both statistical and 
machine learning techniques in an online approach. Both methods led to some promising results. The 
design and development of the surveillance tool helped address some of the challenges about ways to 
present model outputs to safety managers. 
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